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and (¢) construct or content validity studies of the internal structure of the test.
The present research is focused on test item-bias methods, Whl(,h are sub-
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will oroduce invalid indices of bias in the nresence of rroun mean differences

more discriminating (i.e., better measures of the trait in both groups) will have
bigger differences in performance. Furthermore, the variability of a particular
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actually easier for blacks to answer. If biased test questions were not obvious
to expert judges, then perhaps statistical detection procedures could uncover
more subtle changes in the meaning of items for different groups.

A more disappointing result—after numerous statistical bias studies—has
been that here too expert judges are often at a loss to explain the source of
bias in items with large bias indices. For instance, in an early study, Lord
(1977) found that 46 of 85 items on the verbal SAT were significantly different
for blacks and whites (bias was sometimes against whites). But, in studying the
items identified as biased, no particular insights could be gained to explain the
differential performance. It was hoped that the use of statistical bias tech-
niques would lead to substantive generalizations about the nature of items
found to be biased against specific groups. For example, Scheuneman (1979)
found that negatively worded items were biased against blacks. This type of
consistent finding turned out to be more the exception than the rule. Raju (in
Green et al., 1982) described the serious problems faced by test publishers
who may decide to discard statistically deviant items even though they are
unable to explain why they are biased “in terms of the content.” The discon-
certingly large number of uninterpretable statistically-biased items leaves the
test maker with a dilemma. Has the statistical indicator uncovered a real
instance of bias, revealing a blind spot in the conceptualization of the test
construct, or is the large bias index a statistical artifact, that is, not a valid sign
of bias? (see Shepard, 1981). We are aware of the potential for artifactual
errors in the bias methods. These artifactual explanations become all the more
plausible when the bias results seem uninterpretable.

Control of Statistical Artifacts

There are both random and systematic sources of error associated with IRT
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Scale Equating
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intervals on the 6 scale and using the midpoint of each interval. Thus, proba-
bility differences in the region where the most data occur will contribute more
to the index.
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The j subscript counts all instances of 6 for either group (nu + ng) When 6, is
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Signed area (SA). When the ICCs for two groups did not cross in the region
from —3 to +3, the SA was equal to the UA except that a negative sign was
attached if the item was biased against whites, if whites had a lower probability
of getting the itern right given 6. If the ICCs did cross, 8™ was found as the root

. of the pputinon B AL Pr/AY Theo the intearal svasevaluated from =3 0 0F

and 0 to +3. The signed area was the difference between these two areas and

carried the sign of the larger area.
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analogous to SOS1. By multiplying [ Py(8) — B4(8)] times its absolute value,
rather than squaring the difference, the sign of the difference is preserved.
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where terms are as defmed prevxously

compute{tionally the same as 5SOS3 except that every squared difference 1s
weighted by the inverse of the variance error of the difference.
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value greater than one was retained for rotation. An oblique solution was
obtained by direct oblimin transformation with A =0 (Harman, 1967).

In the math test_the first ynrotated factor accounted for 30% of the total l
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FIGURE 3. Comparison of white and black item-characteristic curves for item 17 on
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will be explored. Here, we wish to discuss some methodological issues regard-
ing the functioning of the bias statistics. Results are presented for both tests
to check on the generalizability of study findings.

To examine the relationships between indices, within-study correlations
were obtained for each comparison on each test. Tables 11 and 111 contain the
within-comparison coefficients for the math and vocabulary tests resnec-

tively. As we explained in previous work (Shepard, Camilli, & Averill, 1981),
Spearman rank-order correlations are preferred. With the Pearson 7, one very
extreme item will occasionally inflate or obscure the degree of relationship.
When studying bias, congrucnce in the identification of extreme items is of

nrimary wag”- [}m.-nfn.-a wa ,ﬁ,i matapich ta teim tha Adlateihoting e it

nate outliers.
In Tables II and III, the first two entries are for comparisons where some
blas is present. These are the between-ethnic comparisons. 'Ihe remaining
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TABLE II

Intercorrelation® of Bias Indices Within Comparison on the Math Test
(repeated for five comparisons)
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at least one or both of the comparisons were between equivalent groups
(either both white or both black). These correlations should show discriminant
validity or the lack of method-specific correlations. These correlations should
be near zero, confirming a lack of bias when none exists conceptually. How-
ever, it should be noted that these pairs of comparisons do share some consis-
tent errors because one sample is repeated in both comparisons. For example,
we expect the correlation between indices obtained in the W1, B1 study and
those from the B1, B2 study to correlate zero. Bias can be present in the first

TABLE IV
Correlations® of Each Bias Index with Itself Across Study Comparisons
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should be no bias. The largest values obtained in the white-white comparison
were used as baselines for interpreting the size of indices in the between-ethnic
comparisons. Because two items in the white-white analysis stood out as
different from the typical range of values, the indices from the second-most
discrepant item were used to establish the cutoffs.
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